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ABSTRACT

This paper investigates the effect of long and changing

propagation delays on the performance of TCP file trans-

fers. Tests are performed with machines that emulate

communication from a low�medium-earth satellite to Earth

by way of a geosynchronous satellite. As a result of these

tests, we find that TCP is fairly robust to varying delays

given a high enough TCP timer granularity. However,

performance degrades noticeably for larger file transfers

when a finer timer granularity is used. Such results have

also been observed in previous simulations by other re-

searchers, and thus, this work serves as an extension of
those results.

1 INTRODUCTION

One objective of the National Aeronautics and Space Ad-

ministration (NASA) is to be able to commtmicate with

different space assets using standard protocols, such as the
Transmission Control Protocol (TCP) [RFC793]. How-

ever, communication in a space-based environment intro-

duces several challenges, one of which is the long, variable

delays associated with reaching objects orbiting the Earth
[RFC3135, HSMK98]. 1 Other researchers have performed

simulations of such environments, and the work in this

paper seeks to extend such simulations using real ma-

chines. Specifically, we compare our results to the simu-
lated results fotmd in [AGR00]. 2 Also, we validate the

software used to emulate portions of the test network. The

validation tests are designed to specifically target key

properties of the emulator including variable delays.

The environment studied in this paper consists of a satel-

lite that commtmicates to Earth by means of a second, in-

termediate satellite. The delay between the two satellites

varies over time, since the distance between them changes
as they each follow independent trajectories. Also, com-

1Note that long delays are not exclusive to space settings, and

that the results in this paper apply to any environment with simi-
lar characteristics.

2 In order to provide an equitable comparison to the simulation
study found in [AGR00], delay patterns and file sizes from
[AGR00] are used.

munication from the intermediate satellite to Earth adds a

fixed propagation time, further increasing the overall de-

lay. In addition to the dynamic delay, the effect on per-

formance while adjusting the TCP timer granularity is

considered. Adjusting the timer granularity impacts,

among other things, the TCP retransmission timer, which

is used to gauge the time a sender should wait for positive

acknowledgement from the receiver before resending data.

Reducing the TCP timer granularity allows the retransmis-

sion timer to expire within closer proximity of its intended

target, which may increase performance in the event of

loss. However, performance is likely to decrease if the

retransmission timer fires prematurely.

The arrangement of machines and overall experiment

setup is described in section 2 of this document. Section 3

outlines and explains the tests used to validate the setup.

Finally, section 4 outlines the results of the experiments,
and section 5 details the various conclusions as well as

possible future work areas.

2 SETUP

Satellite Tool Kit (STK) version 4.1 was used to replicate

several variable delay scenarios fonnd in [AGR00]. Table

1 lists the five scenarios used in the experiments. Also, the

access period for each scenario is specified in the table by
both the start time and access duration. 3 NASA's Tracking

and Data Relay Satellite System (TDRS) is a constellation

of geosynchronous (GEO) satellites. One of these satel-

lites, TDRS 5, is the common body among the scenarios.

The accompanying body in each scenario is either a low-

earth orbit (LEO) or medium-earth orbit (MEO) satellite

and is specified as such in the orbit column.

The testbed used in these experiments consists of three

machines whose topology is shown in figure 1. OpenBSD
version 2.9 4 is used on each endpoint machine. Also, the

source machine runs a custom kernel allowing changes to

the TCP timer granularity as well as implementing a pair

3Access periods are for July 1, 1999.
40penBSD 2.9 supports SACK [RFC2018], FACK [MM96,

MM96sup], timestamps, and window scaling [RFC1323].
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of TCPbugfixes.5 TheOhioNetworkEmulator(ONE)
[ONE]is usedon thefinal machine(representedby the
boxedareain figure1) to emulatethepathbetweenthe
satellitesandEarth. ONEemulatesthepathby passing
packetsbetweentwo differentnetworkinterfacecards
(NICs)afterapplyingtheappropriatelinkdelays.

Scenario 6 Bodies

6 ISS to TDRS 5

9 RADCAL to

TDRS 5

11 LAGEOS-2 to

TDRS 5

12 LAGEOS-2 to

TDRS 5

13 NAVS TAR-01

to TDRS 5

Orbit

LEO

LEO

MEO

MEO

MEO

Start Duration
(hh:mm:ss.ss) (sec)
00:50:53.81 3220.83
10:44:22.54 13735.82

05:44:48.00 29892.49

14:32:19.50 12206.99

00:00:00.00 86400.00

Orbital data taken on July 1, 1999

Table 1: Variable Delay Scenarios

For each scenario in table 1, the delay in each direction

across the link is computed using a fixed delay of 125 mil-

liseconds (Earth to TDRS). In addition, a variable delay

based on the STK orbital information for the given sce-

nario is added to the fixed delay. Each orbital data point is

separated by one minute, and thus, the overall delay

changes with the same granularity. 7 Other characteristics

for the emulated links include an imposed bandwidth

restriction of 1.5 Mbs with no intentional corruption or

drops. Also, links between ONE and the endpoints are 100

Mbps Ethernet. Finally, the emulated routers carry a

queue size of 50 KB each.

Each experiment consists of sending files of various sizes

from the source machine (satellite) to the destination ma-

chine (Earth). The file sizes used by the sender range from

2,896 bytes to 2,896,000 bytes, with each size separated by

an order of magnitude. Using segment sizes of 1500 bytes

with 52 byte headers, the resulting transfers consist of ap-

proximately 2, 20, 200, and 2000 data packets. Data trans-
fers are done using a modified version of TTCP, 8 which

enables a socket option needed in order to maintain syn-

5Bug fixes: PR#2368 and PR#2375, with details at:

http ://cvs.openb sd.org/cgi-bin/wwwgnats.pl
6Scenario numbers are non-sequential in order to reflect the

equivalent scenario in [AGR00].
7 No linear interpolation is performed between delay values.

However, the difference between steps is small (often less than
two milliseconds). Thus, the loss in performance to do interpo-
lation justifies not adding such a feature [Kim].
s "Test TCP (TTCP)". Modified with SO_LINGER support:
http://roland.grc.nasa.gov/~jishac/tools/ttcp/ttcp.linger.tar.gz

chronization between tests. Also, the advertised window

size on both the sender and receiver is set to 240 KB,

which is unattainable given the network setup. The larger

window size allows the performance to be primarily influ-

enced by the network conditions and not artificially limited

by either the sender or receiver [SMM98].

In addition to file size, the sender's TCP timer granularity
is varied. Granularities of 500 and 10 milliseconds are

studied. The coarse 500 ms timer represents a value found

in many TCP implementations, including the version of

OpenBSD used. Thus, the goal is to study the effect on

performance when using a finer 10 ms timer. Adjusting

the TCP timer granularity affects the TCP retransmission

timer, and retransmission timeouts (RTO) may become

less conservative with finer granularities [AP99]. How-

ever, too aggressive of a RTO can reduce TCP's perform-

ance, and thus, a minimum RTO of one second is enforced

in every experiment [RFC2988].

Satellite

(Data Sender)

Emulated

Router

ONE

i TDRS

! Emulated Delay
125ms + Variable

Emulated

Router

Earth

(Data Receiver

Figure 1: Network Topology

For the duration of each orbital scenario, testing consists of

the sender choosing a file size at random and sending it to

the receiver. When the transfer completes, the sender

waits for a given time based on a Poisson mean of ten sec-

onds and then repeats the process. The test is performed

for each orbital scenario and timer granularity. Shorter

scenarios are run more frequently in order to reduce sam-

ple size differences between scenarios. Finally, tcpdump

[Tcpdump] traces packets at both endpoints for each sce-
nario. The sender-side traces are then used to calculate the

throughput for each file transfer in order to determine its

performance. Also, both traces are used to identify con-

nections that contain spurious RTO' s.
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3 VALIDATION

To assure that ONE was working within acceptance, sev-

eral validation tests were performed. The majority of these

tests involve sending and receiving ICMP echo request and

reply packets of various sizes under different configura-

tions of ONE, with each configuration set up to deliber-

ately test a different piece of functionality. A subset of

these tests was done in [ACO97]. Overall, tests for proper

emulation of queuing, propagation (fixed), and transmis-

sion (serialization) delays performed as expected, with

results within one percent of the expected values. There-
fore, the results of those tests are not included in this

document, as they are not critical to the overall topic. Fi-

nally, proper emulation of variable propagation delay is

also tested, and is covered in the remainder of this section.

Since the ability for ONE to successfully emulate variable

propagation delays has not been documented in previous

research, a test was devised to compare the expected vary-

ing RTT of a given scenario to the RTT achieved using

ONE. The resulting test consists of pinging the destination

by sending ICMP echo request and reply packets between

the two endpoints. The pings are sent for the duration of

the scenario with each new echo request initiating a second

after the previous one. Figure 2 illustrates the amount of

time in seconds that the expected RTT values of scenario
nine differs from the values observed in the test. Thus,

positive points in the figure represent an observed value

which is greater than what is expected. Also, the high

density of points located just below one millisecond in the

plot can be attributed to the Ethernet delay connecting the
endpoints to the ONE emulator, which is not included in

the expected value.

1
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Time (hh:mm:ss)

Figure 2: Difference Between Observed

and Expected RTF

Figure 2 also shows a few anomalies. First, several spikes

in the observed difference appear throughout the test, and

are likely the result of issues with the operating system's

timer granularity and scheduler as well as the timing struc-
ture within ONE. The rational behind this argument is

better discussed with the next figure. In any case, the ef-

fect appears to be constrained to less than five millisec-

onds. While this may affect results for links with short

delays, the impact is much less severe for longer delays,

such as the ones studied in this paper. The second anom-

aly is the apparent sinusoidal pattern about the median. 9

Since ONE enforces changes to the RTF in fixed intervals,

ping requests and replies may traverse two different RTF

"steps". While this behavior is correct, the procedure used
to calculate the differences never takes such a case into

account, using only the later of the two delay steps for

comparison. The resulting differences produce the sinu-

soidal pattern.

Figure 3 shows an overlay of two curves. The first, ser-
rated curve illustrates the observed RTT values. The sec-

ond, smoother line represents the expected value. The

stair-like pattern in the observed curve is a result of the

one-minute delay adjustment interval in ONE (as de-

scribed in section 2). From the figure, we can note that the

two curves tightly follow each other, essentially off by the

median value (0.73 ms) from figure 2. Therefore, the re-

sults support ONE's ability to properly execute variable

delays. Also, the frame within figure 3 shows a zoomed

view of the observed RTT for the listed time period. The

frame gives better insight to the RTF spikes observed in

figure 2, as it shows a clear systematic behavior. Again,

the cause for such behavior is likely due to timing events

within the ONE software, the underlying operating system,
or both.

0.555

0.550

0.545

0.540

_" 0.535

0.530

0.525

0.520

0.515

0.510

Observed -- Expected I

14:24:00 14:52:49 15:21:36 15:50:24 16:19:12 16:49:00 17:16:49 17:45:36 19:14:24 19:43:12

Time (hh:mm:ss)

Figure 3: Overlay of Expected and Observed RTF

9The pattern only coincidentally resembles the negated first-
order derivative of the orbital delay. The actual cause is ex-
plained in the text.
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4 RESULTS

Theresultsfoundin thissectionarebasedonthetestde-
scribedin section2. Figure4 showstheaveragethrough-
putperscenariofor eachfile sizetestedandfor a timer
granularityof 500milliseconds.Datalabelsaredisplayed
for eachdatapoint,sothattheaveragevaluesareclearer
onthelogscale.Theerrorbarsrepresentthe5thand95 th

percentile for the subset of data that each point represents.

Choosing the percentiles is done in order to remove any
outliers.

le+06

L. 2 Packets • 20 Packets * 200 Packets _ 2000 Packets]
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¢
__ 10000

48031 ]_46208 I46099 I47172 I43959 i
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_2807 -2662 _2664 _2768 _2555
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Senario Number

Figure 4: Average Throughput per Scenario and File Size

(Granularity = 500 ms)

As expected, throughput increases as the transfer size in-

creases, primarily since the smaller connections are inhib-

ited by slow start. For the largest file size, the available

link bandwidth is roughly fully utilized, regardless of the

scenario. Also, on average, throughput is not affected by

which scenario is used, since many of the orbital patterns

fluctuate within similar bounds. Figure 4 further shows

that variations in throughput are larger (by roughly 30%)

for larger file sizes. This result is in direct contrast to the

simulation results found in [AGR00]. The reason for the

discrepancy is likely due to the different loss patterns ex-

perienced in both experiments. Loss patterns in a simula-

tor often follow a clean and predictable behavior,

providing consistent results, which can be easily repro-

duced. However, the testbed is subject to factors such as

scheduling, clocks, and general software flaws which are

expected to produce a range of different loss patterns.

Some simple tests were successfully nm to further back

this assumption, however in-depth analysis and verifica-

tion is left as future work. Variations in throughput are

also larger for certain scenarios such as scenarios twelve

10For example, losing the initial SYN would cause an abnor-
mally low throughput. Such losses did occasionally occur even
though the tests were a single flow analysis. The losses are at-
tributed to the ONE bridge occasionally being unable to forward
a packet correctly.

and thirteen. However, this is expected since those scenar-

ios carry a greater amount of variability in the orbital pat-
tern. Also, while the amount of variation due to orbital

patterns can be seen for each file size, the effect is best

observed at the smallest file sizes (2 and 20 packets).

le+06 [. 2 Packets • 20 Packets • 200 Packets × 2000 Packets I

"G

100000

}
10000

i67006,7t676 0 ,4i6 ,70,4t:7:
9239 ; 8782 :_ 8852 _ 9054 _ 8468

! 2793 • 2668 '_ 2699 { 2781 { 2603

6 9 11 12 13

Senario Number

Figure 5: Average Throughput per Scenario and File Size

(Granularity = 10 ms)

Figure 5 shows the same information found in figure 4

with exception that the timer granularity is now 10ms as

opposed to 500ms. As seen from figures 4 and 5, through-

put values remain relatively the same regardless of timer

granularity for all file sizes except the largest (2000 pack-

ets). Figure 6 better shows the difference in average

throughput for 2000 packet transfers at the two

granularities. Most of the smaller file transfers do not suf-

fer from loss, and are not large enough to create significant

queuing delays. So, the RTT remains below the one sec-
ond minimum RTO used for all tests. Thus, the effect of

granularity changes on the smaller transfers is not signifi-

cant. However, the larger file sizes are able to build a

queue in the emulated routers, causing losses and delay
spikes, which slightly exceed one second. As a result,

connections may suffer from spurious timeouts, especially

when a fine-grained timer is used. To determine the

amount of connections that experienced spurious RTOs, a

packet pair analysis was performed from full packet traces
taken at both the sender and receiver. A RTO is consid-

ered spurious if a data segment, which has already arrived

at the receiver, is retransmitted (as a result of a RTO 11) by

the sender. Analysis of 2000 packet transfers (for all

scenarios) with a 10 ms granularity, showed that 78% of

the connections contained a spurious RTO. However, only

11% of the 500 ms connections experienced any spurious
RTOs. The 67% increase is a result of the 10 ms timer

being more aggressive, firing within closer range of the
intended one second mark. The erroneous timeouts result

11Where an RTO is defined as a retransmission that occurs a

second or more from the last acknowledgement for outstanding
data.
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in needlessretransmissionsanda reductionin theTCP
sendingrate,whichdecreasestheconnection'sthroughput.
In thesetests,adecreasein throughputof roughly37%,
averagedoverthescenariosis seen.Anexampleof aspu-
rioustimeout,andits effectonperformance,is discussed
ingreaterdetailinappendixA.
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Figure 6: Average Throughput per Scenario for
2000 Packet Transfers

5 CONCLUSIONS ANDFUTURE WORK

The experiments in this paper show that TCP is fairly ro-

bust to environments with large and varying round trip
times, given an ample TCP timer granularity and minimum

RTO value. However, throughput degrades significantly

for larger file sizes when a finer granularity is used. The

decreased throughput is largely due to the presence of spu-

rious RTOs and leads to a decrease in the overall perform-

ance. Also, variations in throughput are larger as the file
size increases. This result differs from that observed in

previous simulations, and is likely due to systematic loss

patterns in a simulator, which provide relatively consistent
results.

Finally, this work represents only a small fraction of pos-

sible tests for varying, long delay environments with pos-

sible extensions including:

• Running similar tests with multiple flows.

• Introducing varying signal strength in addition to

the variable delay (therefore including losses not

caused by congestion).

• Modeling hand-offs between different scenarios.

NAS A/TM--2002-211802 5





APPENDIX A

As described in section 4, spurious timeouts reduced the

performance of a connection and occurred more frequently

when the TCP timer granularity was reduced from 500 to

10 milliseconds. Figure 7 illustrates a transfer that experi-

ences two RTOs for which the first is spurious. The figure

shows part of a time sequence graph generated by tcptrace

[Tcptrace] for a large 2000 packet file transfer. Reference

labels (boxed characters) in the figure are provided for

clarity, and the series of events that take place are ex-

plained in the list below.

• A large increase in sending rate (not shown) leads to

an increase in queuing delays. The increase is due

to a large advertised window, a large delay-

bandwidth product, and an exponentially increasing

congestion window due to slow start.

• The sending rate exceeds the link and buffer capac-

ity and a loss event occurs (Fig. 7-A). Subsequent

packets trigger duplicate acknowledgements and

trigger a fast retransmission (Fig. 7-B) followed by
multiple retransmissions to fill SACK gaps. 12

• The retransmission timer expires (Fig. 7-C). The

expiration time is correct in lengtlw-about one sec-
ond. However, an ACK does arrive several milli-

seconds after the RTO, which is less than the

feasible RTT of the link. Therefore, the ACK must

correspond to the fast retransmission, and thus, the

RTO is spurious.

• The RTO induces slow start. However, a flood of

acknowledgements for the SACK'ed retransmis-

sions causes slow start to increase quickly

(Fig. 7-D). The rapidly increased sending rate

again overruns the link, and the losses yield another
RTO (Fig. 7-E).

The series of events cause a significant loss in perform-

ance, and occurs frequently (78%) in these tests when

transferring the largest file size using a 10 ms granularity.

Furthermore, resolving the problem can become rather

complex. For example, one solution would be to reset the
RTO timer based on events during loss recovery, such as

retransmissions or duplicate acknowledgements. How-

ever, care must be taken not to continuously delay the ex-
piration of the RTO. 13 Another difficult solution would be

to adjust the way TCP calculates the RTO, making it more

robust to such situations. Thus, an adequate solution is

difficult, and further discussion and evaluation of such so-
lutions are left as areas for future research.

sequence number

3857900000'

3857800000 /

/

3857700000 // f3857600000_/[___ /

38575ooooo1/ []
11:07:21 11:07:22 11:07:23 11:07:24

time (hh:mm:ss)

Figure 7: Time Sequence Graph for a double RTO event

12SACK holes are filled as new SACK information indicates

that enough packets have left the network path.

13For example, simply resetting the RTO on duplicate ACKs
would lead to problems if the initial fast retransmission were
lost. The sender may end up exhausting the receiver's adver-
tised window, before suffering the RTO.
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